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Is the Stock Market a Leading Indicator

of Economic Activity in Nigeria?
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In an effort to address the lacuna in leading irdor studies of African economies and Nigeria imtigalar,
this paper examines the causal relationships anmgingk market prices, real GDP and the index of #tdal
production in Nigeria, using quarterly data from 8801 to 2008Q4. Granger causality tests indicate bi
directional causality between stock prices and GBUIR no causality between stock prices and industria
production or between GDP and industrial producti@tock prices and GDP are found to be cointegrated
leading to the estimation of vector error correctimodels. Out-of-sample forecasts constructed WR{1),
ARIMA, structural ARIMA, and VEC models indicatatthtock prices contain information that can bedute
improve the accuracy of GDP forecasts and enhameednduct of macroeconomic policy in Nigeria.
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1.0 Introduction

Policymakers in most advanced and several devajamtions use economic indicators to predict thectibn of
aggregate economic activity. When these econondgiicators can reliably signal changes in aggregebe@mic
activity several months or quarters into the futuhey facilitate the conduct of macroeconomic ges which
must anticipate the future and take correctiveoadih order to keep the economy growing at, oreckos capacity
with price stability. Because of their embodimehexpectations, financial market variables suckaqsty prices
and the yield curve tend to perform well as leadimtjcators.

Our primary interest in this paper is to investigathether or not stock prices are leading indicatfreconomic
activity in Nigeria. Equity market prices reflettet expectations of investors and market operatgarding the
performance of firms and the economy in generahwéspect to economic growth, profitability, therde of
interest rates and inflation among other variablesthe extent that these expectations are largmisect, stock
market prices could be used as an indicator ofréuiconomic activity. If stock prices can reliaphedict GDP
growth, then they can be used to create, along watitler indicators, a composite index of leadingnecoic
activity. The improvement in forecasting accurazyé derived from such a composite leading inddixemhance
the conduct of monetary and fiscal policies, motethe vagaries of business cycles and signifigaerthance
economic welfare.

Leading indicators tend to perform better than bemark autoregressive models in forecasting theréupath of
economic activity (Stock and Watson, 2003b). Howeireorder to perform well as leading indicatdvolman

and Jordaan (2005) claim that time series must laagtable relationship with the business cycledneebe

published in a timely manner, must be final data subject to revisions and should be available onoathly

basis. Stock prices obviously meet three of the fequirements listed by Moolman and Jordan. Howewe

need to examine their relationship to the busimyste or aggregate economic activity in a rigorousnner in
order to establish their suitability as leadingidadbrs. Data constraints currently preclude amemation of the
role of the term structure of interest rates asaalihg indicator of economic activity in Nigefiddowever, few
studies have been conducted on the role of stdckgas leading indicators in African countfjeand this paper
attempts to bridge this lacuna with respect to Nige

The paper is organized as follows. Section 2 ptesgmeview of the theoretical literature and efoplrevidence
on stock prices as leading indicators from advanaerd emerging economies. In section 3, the data and
methodology are discussed while the results ofraiatic tests, including unit root, Granger caugalitd Johansen
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cointegration, are presented in section 4. Iniged, we present the results of out-of-sampledasés conducted
with and without stock prices as a structural y@gaSection 6 concludes the paper.

2.0 Review of Theoretical and Empirical Literature

2.1 Theoretical Bases for Stock Prices as Leading Inditors

There are at least four theoretical bases for ohee of stock prices as leading indicators of ecoisoactivity—
stock prices as aggregators of expectations, tBe aforaising equity capital, the financial accater and the
wealth effect.

The standard valuation model recognizes the vdlaesbare of common stock as the present valuleeoéxpected
future dividends from owning stocks. The Gordon5@p, or constant growth, model in equation (1)vehohe
now familiar relationship between expected dividgrd, the required return on equities, r, the anti@dajrowth
rate of earnings, g, and the current prige oPcommon stocks.

p, = _Du (®)

r-g

This relationship holds even if an investor hasharstime horizon. An investor with a one year kon will
receive Q plus Rupon selling the stock. However; B a function of B to D,. While computationally
convenient, the Gordon model is valid only when g and when g, the growth rate, is constant (Brigtzend
Houston, 2007). More generally, the value of alstimtlay can be expressed at the present value offiaite
stream of dividends:

0

_ D,
Po = 2 @ @

If stock prices depend on expected dividends awdleids depend on the profitability of firms, th&ock prices
should embody expectations held by investors reéggrthe level of economic activity. This forwardsking
property of stock markets suggests that stock grigeuld perform well as leading indicators, subjertthe
reliability of investors’ forecasts of economic imity and corporate profits. Stock prices shouleclche if
investors anticipate a slow-down in economic attigind rise if they expect an acceleration of ectinactivity.
In short, stock and other asset prices are leadufligators of economic activity because they aravéod-looking
economic variables (Stock and Watson, 2003a). Biavior of global stock markets in the first thopgrters of
2009 indicates that they anticipated the nascemiauic recovery by one to two quarters.

Because the optimal capital structure usually mesla mix of debt and equity, the cost of equitpited is a
significant portion of most firms’ weighted averagast of capital, the hurdle rate for investmerdjgets. Firms
issuing equity in order to obtain investment fumalgst not only consider the required return on tleeuity but
must also take flotation costs into account. Gitlem high cost of raising external equity, firmsyntee more
willing to issue equity when stock prices are higlorder to maximize the proceeds from selling oship stakes.
Even though some scholars [see for example, Rit®@91), Baker and Wurgler (2000), and Hirshleif20q1)]

claim that firms knowingly sell overvalued equityihvestors, thereby violating some of the tenéthe efficient
market hypothesis, there is no doubt that highamrksprices are consistent with a lower cost of gofair firms. If

a lower cost of equity reduces the weighted avecage of capital and makes more capital projecomemically

feasible, a positive relationship could developiaein stock prices and subsequent economic activity.

The financial acceleratorchannel stems from that fact that rising stockcgsilead to an improvement in the
balance sheets of firms and households which,rim fmproves their creditworthiness [see Fazzadle{1988)
and Bernanket al. (1996)]. The increase in creditworthiness redum@sowing costs and increases the borrowing
capacity of firms and households, stimulating inrest spending and current consumption. Predictahly
financial accelerator also operates in downturrceofding to Bernanke et al., “the theory underlyihg financial
accelerator suggests that (1) borrowers facindivelg high agency costs in credit markets will b&se brunt of
economic downturns (the flight to quality); andttia) reduced spending, production and investmgnhigh-
agency-cost borrowers will exacerbate the effettea@essionary shocks” p. 14. The financial acegtaris similar
to the cost of capital channel because both op#redegh the capital structure of firms and housdghoHowever,
while the cost of capital channel is conventionalgemed to operate through the issuance of equitytlae
financial accelerator through the issuance of dedith channels could conceivable operate througlisguance of
both debt and equity.



Journal of Applied Statistics Vol.1 No.1 19

Thewealth effecbperates via the consumption function, when hoaldsitonsume not only out of earned income
but also as a result of perceived increases irvahee of their assets, including real estate andtggncreasing
stock market wealth seems to improve consumerraentiand raise expectations of higher incomeserfuture
(Otoo, 1999). Caset al,, (2005) estimated the marginal propensity to soresout of housing wealth in the range
of 11 — 17 percent and out of equity wealth of dtdbpercent in 14 western nations. Using micradat the
U.S., Bostic et al. (2009) found “an important rdler both financial wealth and housing wealth ire th
determination of household consumption patterng rEsults suggest the estimation of significanffents in
both cases; the implied elasticity with respectdtal consumption is .02 percent for financial #ssand .04
percent for house values. House values were muale mgportant for non-durable and food consumptiod a
financial assets were much more important for derabnsumption” p. 14. The operation of the weafflect was
palpable in the United States before the finarema economic crises, with households using homayelgans to
tap the rising values of their homes to fund corgiimn spending. The consequent collapse of U.Sswoption
expenditures following the decimation of assetggisuggests that the wealth effect operates veitiigrias well as
falling asset values. We must keep in mind, howethat the importance of the wealth effect in deiaing the
role of stock prices as leading indicators depemdsially on the extent of stock ownership in amoy. There is
more empirical evidence in favor of the wealth effen the U.S. than in several European nation$ \agtver
stock-ownership rates [see Paiella (2007) and Sin(@809)]

2.2 Empirical Evidence on Stock Prices as Leading Indators

Several studies of advanced economies have fowo#t grices to be a fairly reliable indicator of GQRowth.
Because of its leading role in the use of leadimdjciators to predict business cycles, most of thdiss of the
advanced economies have been done on the U.S.rmagoilbe Dow Jones composite index of stock pricas w
included in the index of leading indicators for tHeS. economy more than seventy years ago by Miteimel
Burns (1938). However, studies of other advancet@mies are becoming more prevalent in the liteeatas the
leading indicator approach becomes more widely sbprable 1a summarizes the empirical evidenam filee
advanced economies.

Leading indicator studies of emerging markets atehmless common than studies of the advanced edesom
This paucity of studies may be partly due to datlequacies, as quarterly GDP surveys have ongntigdoegun
for many less developed countries. Leading indicstiodies of African economies are quite rare asuhlly part
of group studies of several advanced and develomngtries. Most studies on African stock marketsis on the
role of stock market development, as measured dyatio of market capitalization to GDP, in economiowth.
For example, Osinubi (2004), Adebiyi (2005), andileen (2009) found that there was a positive tiakveen
stock market development and economic growth irefig However, Akinlo et al. (2009) found weak ende of
this relationship in Nigeria, even though they fduhat stock market development Granger-causedoetion
growth in Egypt and South Africa. The focus indegy indicator studies is on the information comtehstock
prices in terms of their ability to help predicettlirection of economic activity in the near futunet on the long
run relationship between financialization and eenitogrowth. Table 1b summarizes the empirical ek from
the emerging economies.

The review of the literature indicates that stodkgs have a sound theoretical basis for leading@uic activity.
The empirical evidence is mixed, but mostly sugperof this hypothesis. Among advanced countri#sck

markets tend to be stronger leading indicatorsoumtries with Anglo-Saxon backgrounds; this is ppshdue to
the fact that stock markets tend to play largeegdh the economies of such nations. Among ememgiogomies,
stock prices tend to become stronger leading inolisaas the economy develops and financial matketeme
larger in relation to GDP. A rigorous investigatiof the role of stock markets in predicting ecoroattivity in

Nigeria will enhance the body of knowledge in thrga as well as provide policymakers with an aold#i tool

with which to manage the Nigerian economy.
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Table 1a — Empirical Evidence from Advanced Econoneis

Study

Fama (1981)

Pearce (1983)
Huang and Kracaw (1984)

Campbell (1989)

Lee (1992)

Comincioli (1996)
Otoo (1999)

Choi, Hauser and Kopecky (1999)

Burgstaller

Stock and Watson (2003a)

Stock and Watson (2003b)

Gan, Lee, Yong and Zang (2006)

Foresti (2007)

Nation(s)
u.s. 1953 - 1987
Canada, France, Germany, U.K. & U.S.

u.s. 1962 - 1978
u.s. 1953 - 1989
uU.s. 1947 - 1987
u.s. 1970 - 1984
us. 1980 - 1999

Canada, France, Germany, ltaly, Japan, U.K.
&U.S.

Austria, Japan & U.S.

Canada, France, Germany, ltaly, Japan, U.K.
&U.S.

Data Range

5519983

1957 - 1996

Periodicity

Eindings

Monthly, Quarterly,

Annual

Quarterly
Quarterly

Quarterly

Monthly

Quarterly
Monthly

Monthly

1976 - 2002  Monthly

Stock prices led all real variables.

Stock prices tend to rise midway through
recession.

Stock prices led GDP by fouartgrs.
Stock prices and Yield CuneeGDP.

Stock prices Granger-cause industrial
production.

Stock prices Granger-cause GDP with lag:
one to three quarters.

Stock prices are leading indicato

Stock prices useful for forecasting only in
U.S., Canada, U.K. & Japan.

Stock prices had no predictive power; Stock
prices weakly affect consumption.

Monthly, Quarterly, Inconsistent results from review of sixty-six

1959 - 1999 Annual

uU.s. 1986 - 2002  Quarterly
New Zealand 1990 3 20Monthly
u.s. 1959 - 1999  Quarterly

papers.

Stock prices and other leading indicators
superior to benchmark AR model.

Stock index caused by GDP (not leading
indicator)

Stock prices had predictive power with lags
of up to five quarters.

Table 1b — Empirical Evidence from Emerging Economés

Study Nation(s)
Leigh (1997) Singapore

Czech Republic, Hungary, Poland, Russia,

Christoffersen and Slok (2000)

Husain and Mahmood (2001)

Nishat and Shaheen (2004)

Jefferis, Okeahalam and Matome (2001)

Slovakia & Slovenia

Pakistan

Pakistan

Botswana,Shiica & Zimbabwe

Argentina, Chile, Greece, India, Mexico,

Mauro (2003

South Korea, Thailand & Zimbabwe

Indonesia, Malaysia, the Philippines,

1975 - 1991

Data Range Periodicity

Quarterly

1994 - 1999 Monthly

1959 -1999  Qlyarter

1973-2004 Qlyarter

1985 -1996 Quarterly

1971 -1998 Quatékhnual

Amadja (2005) Singapore & Thailand 1997 - 2003  Monthly
Mun, Siong & Thing (2008) Malaysia 1977 - 2006  Annual
Bahadur and Neupane (2006) Nepal 1988 - 2005 Annual

Pilinkus (2009) Lithuania 1999 - 2008  Monthly

Findings
StockgwiGranger-cause GDP.

Stock prices led industrial production by one
to six months.

Stock prices lagged GDP (not leading
indicator).

Stock prices led Industrial Production by one
quarter.

Stock prices cointegrated with GDP; leading
indicator.

Stock prices in all nations except India led
GDP by up to four quarters; signal stronge
nations with high market capitalization.

Stock prices Granger-caused GDP in
Singapore and Thailand; no causality in
Malaysia and the Philippines.

Stock prices Granger-caused GDP with a lag
of up to two years.

Stock prices had no impact on GDP.
However, market capitalization Granger-
caused GDP with a four-year lag.

Stockages Granger-caused GDP.
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3.0 Methodology and Data
3.1 Methodology

Two basic methodological approaches are adoptedetermine whether or not the stock market is aihgad
indicator of economic activity in Nigeria. The firgapproach is to conduct the familiar test propdsedsranger
(1969) in order to determine whether or not changesminal or real stock prices precede changesanomic
activity (as measured by GDP or IIP). The resuftthe Granger-causality test are crucial for the af stock
prices as a leading indicator, especially if thraglever economic activity is reliable and of suéfit length to give
useful signals to policy makers. It is importanttention here that the Granger-causality test tisadly atest of
precedencand does not imply that changes in stock pricaseahanges in economic activity in the conventiona
sense. In addition to Granger-causality tests, tiligaiunit root tests, correlation analysis anéhtegration tests to
analyze the basic properties of the time series.

The second methodological approach is to deterrthieeusefulness of stock prices in forecasting esvpno
activity. An AR(1) is used as the baseline foreéo@stodel, augmented by an optimizeditoregressive integrated
moving average (ARIMA) model. Then we build fourustural models—two ARIMA models and two Vector
Error Correction models (VECMs) employing nominaldareal values of the stock index, respectively, as
structural variables. We seek to determine wheatheiot the structural models have superior fortargability, in
terms of smaller forecast errors, compared to #selne AR(1) and ARIMA models.

In order to simulate an actual forecasting envirentnthe 100-quarter sample period is divided imto sub
periods—data from 1984Q1 to 2007Q2 (94 percentheftbtal) are used to estimate models while daim fr
2007Q3 to 2008Q4 (6 percent of the total) are umedforecast evaluation. As such, the out-of-sampl
performance of the models can be estimated.

With the combination of formal tests and forecastutation, we should be able to ascertain the mfiion
content of stock prices for the business cycle igeNa. Needless to say, the ability to improveetasts of
economic activity is theaison d'étreof a leading indicator and would indicate whetbenot the stock index, in
nominal or real terms, should be incorporated égoraposite index of leading indicators in Nigeria.

3.2 Data

Because the All Share Index (ASI) of the Nigeriaoc® Exchange (NSE) was formulated in January 1@@4se
ASI data from the first quarter of 1984 to the tbuquarter of 2008, a total of 100 observationse A%l is a
market-value-weighted index representing all tloelkst traded on the floor of the NSE; it is the ostigck index
with the coverage and vintage required to trulycelin the role of the stock market as a leadingcatdr of
economic activity in Nigeria. Nominal values of IA&e deflated with the consumer price index (GBlrreate
another variable, real ASI (ASIR). CPI statistiasrevobtained from the National Bureau of Stati{iNBS).

Real Gross Domestic Product (GDP) and an Inderduddtrial Production (IIP) are used as measuresafomic
activity® for the sample period. Both variables are produbenugh surveys conducted by the National Burdau o
Statistics and the Central Bank of Nigeria. Ecormoattivity in Nigeria is dominated by Agriculturghich
accounted for 42.1 percent of GDP in 2008. This fedlewed by Industry (22 percent), Wholesale anetait
Trade (17.3 percent), Services (16.8 percent) anttiBg and Construction (1.8 percent). Remarkatilg, share
of Agriculture in Nigeria’s GDP increased by 11 érgentage points during the last twenty five yefiesn 30.5
percent in 1984 to 42.1 percent in 2008. Duringstéme period, the share of industry in Nigeria'sRGdzclined
from 42.4 percent to 22 percent, a loss of 20.4qrgage points.

4.0 Descriptive Statistics and Diagnostic Tests
4.1 Descriptive Statistics

Figure 1 contains graphical representations ofvér@bles and their quarterly growth rates. ASSIR and GDP
exhibit strong upward trends, while IIP seems thilgix a substantial degree of mean-reversion. Bezaguarterly

* This model is selected on the basis of havingdhest information criteria (i.e., AIC and SIC) vatu
® While most studies use either GDP or the Indelndfistrial Production as the measure of econontitige a number of studies, for example Fama (9981
utilize both variables. We employ both variableshis paper in the interest of completeness.
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GDP surveys by the NBS commenced in 2004, annud® @&ta were interpolated between 1984 and 2003 in
order to derive quarterly equivalents.

Figure 1 — ASI, ASIR, GDP and IIP (1984 — 2008)
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Descriptive statistics for the four time serieswtibat are ASI and ASIR returns and GDP and IIRuiinaates are
negatively skewed with fat tails, judging by thertgis statistics. During the sample period, tt& furned in
mean quarterly returns of 5.7 percent (median dipgrcent); the ASIR had mean quarterly return@.®fpercent
(median of 2.5 percent); the mean quarterly GDRvraate was 1.43 percent (median of 1.43 percemt); the
mean quarterly I1IP growth rate was -0.43 percergdjan of 0.35 percent). The Jarque-Bera statistiggest that
the null hypothesis of normality would be rejectedall four time series, even though the probapidif 0.048 for
ASIR is close to the 5 percent threshold.

4.2 Unit Root Tests
Dickey (1976) and Fuller (1976) show that the lesgtares estimator is biased downward in the pcesehunit
roots. Since th®ickey-Fuller biascan be expected to reduce the accuracy of foreoasttest for the presence of
this bias using thédugmented Dickey-Fulle(ADF) test as well as thEhillips-Perron (PP) test proposed by
Phillips and Perron (1988).

Bierens (2003) shows that an AR process as shown in equation (3):

== 2B e ©)
u, ~iidN 0,0%)
can be written, through recursive replacement ditierenced terms, as equation (4):
Ay, =a0+iajAyt_j +a, Y, +u, (4)
=
U, ~iidN (0,0?)

i
whereog = o, a :Z[)’i -1j=1..p.

i=1
The ADF tests the null hypothesis thgt= 0 against the alternative hypothesis that 0. If the ARp) process
has a unit root, them, = 0. On the other hand, if the process is statigrtheno, < 0. In contrast to the ADF, the
PP test does not require that the ARIMA processpeeified and would, thus, be less subject to resfipation
than the ADF test.
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Table 2 — Augmented Dickey-Fuller Unit Root Tests

PP Tests - Level

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: ASI ASIR GDP 1P ASI ASIR GDP 1P
PP test statistics: -0.9923 1.4539 2.1929 -3.6161 -8.3200.7040 -2.9202 -3.5647

Test critical values: 1% level -3.4977 -3.5022 -3.4977 3.4977 -4.0534 -4.0597 -4.0534 -4.0534
5% level -2.8909 -2.8929 -2.8909 -2.8909 -3.4558 -3.4589 3.4558 -3.4558
10% level -2.5825 -2.5836 -2.5825 -2.5825 -3.1537 -3.15553.1537 -3.1537

MacKinnon prob-values: 0.7537 0.9991 0.9999 0.0071 ®%4180.9695 0.1608 0.0382

PP Tests - First Difference

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: D(ASI) D(ASIR) D(GDP) D(IIP) D(ASI) D(ASIR) D(GDP) D(IIP)
PP test statistics: -4.7602 -7.2805 -10.9273 -12.7637 .634 -7.4848 -13.1681 -12.7458

Test critical values: 1% level -3.4984 -3.5030 -3.4984 3.4984 -4.0544  -4.0609 -4.0544 -4.0544
5% level -2.8912 -2.8932 -2.8912 -2.8912 -3.4563 -3.45943.4563 -3.4563
10% level -2.5827 -2.5837 -2.5827 -2.5827 -3.1540 -3.15583.1540 -3.1540

MacKinnon prob-values: 0.0001  0.0000 0.0000 0.0001 @0010.0000 0.0000 0.0000

Table 2 shows the results of the ADF tests on ASIIR, GDP and IIP. The tests on the levels of tagables,
with only a constant and no trend in the equatishsw that the null hypothesis of a unit root carbierejected
for ASI, ASIR and GDP at either the 1 percent, Epet or 10 percent levels; their MacKinnon (1986¢-side p-
values are 0.9999, 0.9991 and 0.9998, respectittgyever, with a p-value of 0.0305, the null hypstis of a
unit root can be rejected at the 5 percent levélrnmt at the 1 percent level for 1IP. ADF tests the first
differences of the variables result in a strongaegpn of the null hypothesis of a unit root for IABSIR and IIP.
However, this is not the case for GDP, which hasvalue of 0.2381. The tests on the levels ofiméables with
a constant and a linear trend in the equations kismidar results to those with a trend except that p-value for
IIP has increased to 0.1179. The ADF test resuits fivst differences are not very sensitive to dudglition of a
linear trend to the equations, giving essentially same results for ASI, ASIR and IIP, but with-gafue that
decreases to 0.0899 for GDP.

The PP tests shown in table 3 give the same remsuilise ADF tests with respect to ASI and ASIR gastjng that
both times series are integrated of order one,l{B. With respect to GDP, the PP test is more cantuthan
the ADF test, as the series becomes stationary fiwghdifferencing, suggesting anl)(process. The PP test on
IIP, with no trend in the equation, rejects thel typothesis of a unit root at levels or first diféncing, with p-
values of 0.0071 and 0.0001, respectively. Howewvben a linear trend is added to the equationPthéest on IIP
cannot reject the null hypothesis of a unit rodhat1 percent level on account of the p-value.0882.

Even though unit roots tests are known to havegdower, one can reasonably proceed on the assunhtbASI,
ASIR and GDP are 1f) series, while the IIP could be considered &y $eries based on a 5 percent significance
level. ASI, ASIR and GDP are non-stationary butilddbe made stationary with first differencing vehilP is
stationary. Where differencing is not appropri&®MA terms could be used to realize white noiserstr
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Table 3 — Phillips-Peron Unit Root Tests

ADF Tests - Level

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: ASI ASIR GDP 1P ASI ASIR GDP 1P
ADF test statistics: 2.1662 1.4539 1.9407 -3.0907 0.1366.1358 -0.2014 -3.0762
Test critical values: 1% level -3.5039 -3.5022 -3.5022 3.4984 -4.0620 -4.0609 -4.0597 -4.0544
5% level -2.8936 -2.8929 -2.8929 -2.8912 -3.4600 -3.45943.4589 -3.4563
10% level -2.5839 -2.5836 -2.5836 -2.5827 -3.1561 -3.15583.1555 -3.1540
MacKinnon prob-values: 0.9999 0.9991 0.9998 0.0305 (29970.9167 0.9922 0.1179

ADF Tests - First Difference:

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: D(ASI) D(ASIR) D(GDP) D(lIP) D(ASI) D(ASIR) D(GDP) D(11P)
ADF test statistics: -6.6700 -7.3069 -2.1182 -12.8773 .1430 -7.5022 -3.2047 -12.8433
Test critical values: 1% level -3.5039 -3.5030 -3.5022 3.4984 -4.0620 -4.0609 -4.0597 -4.0544
5% level -2.8936 -2.8932 -2.8929 -2.8912 -3.4600 -3.45943.4589 -3.4563
10% level -2.5839 -2.5837 -2.5836 -2.5827 -3.1561 -3.15583.1555 -3.1540
MacKinnon prob-values: 0.0000 0.0000 0.2381 0.0001 @O0000.0000 0.0899 0.0000

4.3 Correlation Coefficients

Correlation coefficients provide an initial look #ite relationship among the variables. In ordeexplore the
effect of the interpolation of GDP between 1984 3603, the coefficients were computed for threesarples—
1984Q1-2003Q4, 2004Q1-2008Q4 and 1984Q1-2008Q4.

ASI, ASIR and GDP are highly and positively corteth The weakest coefficient between ASI and GDB wa
0.4087 in the 2004Q1 to 2008Q4 sample, and theekighias 0.9291 in the 1984Q1 to 2003Q4 samplewide
the weakest coefficient between ASIR and GDP w262 in the 2004Q1 to 2008Q4 sample, and the highes
0.8443 in the 1984Q1 to 2008Q4 sample. In contiSt, ASIR and IIP had a weaker and, sometimesatinag
relationship. At first glance, the negative caatigin between ASI and IIP and ASIR and IIP in t®84. to 2008
period might call into question the accuracy of HR a measure of economic activity. However, inthaist
production in Nigeria was declining during thisipéer while the stock market was in the midst ofoatn for most

of the period.

We conclude that ASI and ASIR were more highly elated with GDP than with IIP, and that the intéagion of
GDP values between 1984 and 2003 did not have areeipble effect on the relationship among thealdeis.

4.4 Granger Causality Tests

Granger causality tests were conducted, using ibtearegressions as shown in equations (5) andvédyeen ASI
and GDP and between ASIR and GDising 1 to 10 quarterly lads,

ASIl, =a,+a,ASl_, +..+a,/ASI_, + B,GDP_, +...+ B,GDP_, +¢, (5)

GDR =a,+a,GDR_, +...+a,GDR_, + BASI, +...+ BASI_ +u, (6)

6 Granger causality tests conducted between ASIRRdahd between ASIR and IIP showed no causalityngrtie variables.
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The null hypothesis is that GDP does not Grangasea\SI in equation (5) and that ASI does not Geaitguse
GDP in equation (6). F-tests was conducted wiéhjtint hypothesis thdt; throughf,, are zero. The tests were
conducted with the levels and first difference#\8f and GDP and ASIR and GDP.

The results with the variables in levels, showtaisle 4, indicate that ASI causes GDP at lags 12a®@DP causes
ASI at lags 3 and 4, and there is bi-directionalsadity between ASI and GDP at lags 5 through 1ih\éspect

to ASIR and GDP, ASI causes GDP at lag 1; GDP «a#sR at lags 2 to 4 and 7 to 10; and there is bi-
directional causality between the two variablelags 5 and 6.

Table 4 — Granger Causality Tests — Levels

ASI| vs. GDP
# of Lags From ASI to GDP /1 From GDP to ASI /2 TessRt /3

1 0.0013 0.2429 ASI causes GDP.

2 0.0026 0.0565 ASI causes GDP.

3 0.0622 0.0016 GDP causes ASI.

4 0.1144 0.0036 GDP causes ASI.

5 0.0008 0.0058 Bi-directional causality.
6 0.0036 0.0019 Bi-directional causality.
7 0.0071 0.0005 Bi-directional causality.
8 0.0147 0.0004 Bi-directional causality.
9 0.0029 2.00E-05 Bi-directional causality.
10 0.0458 1.00E-05 Bi-directional causality.

ASIR vs. GDP
# of Lags From ASIR to GDP /4 From GDP to ASIR /5 TResult /3

1 0.0428 0.0599 ASIR causes GDP.
2 0.1393 0.0007 GDP causes ASIR.
3 0.1437 0.0001 GDP causes ASIR.
4 0.2157 0.0004 GDP causes ASIR.
5 0.0068 0.0009 Bi-directional causality.
6 0.0289 0.0003 Bi-directional causality.
7 0.1011 4.00E-05 GDP causes ASIR.
8 0.1830 1.00E-06 GDP causes ASIR.
9 0.4448 0.0000 GDP causes ASIR.
10 0.7402 6.00E-05 GDP causes ASIR.

1/ The numbers are p-values for the null hypothH&s& does not cause GDP."
2/ The numbers are p-values for the null hypoth&SBP does not cause ASI."
3/ The test result is based on a 5 percent sigmifie level.

4/ The numbers are p-values for the null hypoth&s®R does not cause GDP."
5/ The numbers are p-values for the null hypotH&SBP does not cause ASIR."

Table 5 shows the results with first differencesttod variables. GDP causes ASI at lag 1 while therbi-
directional causality between the variables at Baggough 10. ASIR was found to cause GDP at2agsd 4 to 6,
while GDP was found to cause ASIR at lags 7 thdl@h

These results suggest that ASI and ASI could b&uliseforecasting GDP with relatively short lads.addition,
the causal relationship between ASI and GDP seeons gtable than that between ASIR and GDP.

4.5 Cointegration Tests

According to Engle and Granger (1987), if two vbBlég are both 1), it is generally true that a linear combination
of the variables will also bel). However, a linear combination of the variablesyrexist that is [{). If the
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Table 5 — Granger Causality Tests — First Differenes

D(ASI) vs. D(GDP)

# of Lags From D(ASI) to D(GDP) /1 From D(GDP) to C§A /2 Test Result /3
1 0.1064 0.0338 D(GDP) causes D(ASI).
2 0.0108 0.0050 Bi-directional causality.
3 0.0255 0.0035 Bi-directional causality.
4 0.0002 0.0031 Bi-directional causality.
5 0.0002 0.0002 Bi-directional causality.
6 0.0025 0.0001 Bi-directional causality.
7 0.0089 4.00E-05 Bi-directional causality.
8 0.0059 2.00E-06 Bi-directional causality.
9 0.0233 2.00E-06 Bi-directional causality.
10 0.0473 4.00E-06 Bi-directional causality.

D(ASIR) vs. D(GDP

# of Lags From D(ASIR) to D(GDP) /4 From D(GDP) toARIR) /5 Test Result /3
1 0.3186 0.1069 No causality.
2 0.0547 0.2107 D(ASIR) causes D(GDP).
3 0.1794 0.2224 No causality.
4 0.0020 0.2083 D(ASIR) causes D(GDP).
5 0.0054 0.2482 D(ASIR) causes D(GDP).
6 0.0585 0.3109 D(ASIR) causes D(GDP).
7 0.1344 0.0009 D(GDP) causes D(ASIR).
8 0.3056 0.0004 D(GDP) causes D(ASIR).
9 0.6689 0.0003 D(GDP) causes D(ASIR).
10 0.5504 0.0003 D(GDP) causes D(ASIR).

1/ The numbers are p-values for the null hypotH#3{&SI) does not cause D(GDP)."
2/ The numbers are p-values for the null hypoth@3{&DP) does not cause D(ASI.)"
3/ The test result is based on a 5 percent sigmifie level.

4/ The numbers are p-values for the null hypoth3{4SIR) does not cause D(GDP)."
5/ The numbers are p-values for the null hypoth#3{&DP) does not cause D(ASIR)."

variables GDP and ASI are (1), then linear comtiams of GDP and ASI will generally also bel)l(
Nevertheless, if there is a vector such that tieali combination in equation (7)

z =GDP-a - fAS|, (7)

is 1(0), then GDP and ASI are cointegrated of order (1,&), CI(1,1), with (1,3) termed the cointegrating vector.
Cointegration implies that there is a long-run &fgaum relationship between the two variables, ands the
equilibrium error.

Having established, with Granger-causality testat, ASI and ASIR have a strong short-run relatigmstith GDP
but that ASI and ASIR have no statistically sigrafit relationship with IIP, we explore the long-mafationship
between ASI, ASIR and GDP using three cointegratésts—the Johansen (1991, 1995) t¢ke Engle-Granger
(1987) test and the Phillips-Ouliaris (1990) tesk required by the Johansen test, ASI, ASIR abd @re non-
stationary and integrated of the same order.

Table 6 shows the results of the Johansen tracenaximum eigenvalue tests, with a linear deterrtimisend,
between nominal and real stock indices and GDPtw@&sn ASI and GDP, both trace and maximum eigeevalu
tests reject the null hypothesis of no cointegpgiquation at the 1 percent and 5 percent leveétk, pwalues of
0.0000 for both tests. However, the null hypothesiat most one cointegrating equation is not tegdy either
test, with p-values of 0.4871 for both tests.

Between ASIR and GDP, again both trace and maxineigenvalue tests reject the null hypothesis of no
cointegrating equation at the 1 percent and 5 pereels, with p-values of 0.0001 and .0000, respely.

" Johansen and Jeselius (1990) applied this techtigu@ney demand in Denmark and Finland.
8 We examined the sensitivity of the Johansen testse trend assumptions on the cointegrating émpmtThe tests were not sensitive to
the trend assumption, indicating the presence efomntegrating equation in all trend specificagion
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Interestingly, the null hypothesis of at most oméntegrating equation is also rejected by both tilaee and
maximum eigenvalue tests, with p-values of 0.0800 both tests. The results indicate more than one
cointegrating equation between ASIR and GDP.

Table 6 — Johansen Cointegration Tests
D(ASI) and D(GDP)

Trace Test
Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.5042 15.4947 0.0000
At most 1 0.48303 3.84147 0.4871

Maximum Eigenvalue Test

Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.0212 14.2646 0.0000
At most 1 0.48303 3.84147 0.4871

Normalized Cointegrating Coefficients
(Standard Error in Parenthesis)

D(ASI D(GDP)
1.0000 -1.8899
(0.1488)

D(ASIR) and D(GDP)

Trace Test
Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 109.7725 15.4947 0.0001
At most 1 17.98613 3.84147 0.0000

Maximum Eigenvalue Test

Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.7864 14.2646 0.0000
At most 1 17.98613 3.84147 0.0000

Normalized Cointegrating Coefficients
(Standard Error in Parenthesis)

D(ASIR) D(GDP)
1.0000 -3.4110
(0.2766)

* Denotes rejection of the hypothesis at the 0=08I.
**MacKinnon-Haug-Michelis (1999) p-values.

Table 7 shows the outcome of the Engle-Granger Rinillips-Ouliaris cointegration tests. With respéatthe
Engle-Granger test, the null hypothesis of no egjration cannot be rejected for ASI and GDP, witralues of
0.9658 and 0.0196, respectively. However, the hyflothesis that ASIR and GDP are not cointegrated e
rejected at the 5 percent level, with p-values.0000 and 0.0189, respectively. The Phillips-Oudisests strongly
reject the null hypotheses of no cointegration leetwASI and GDP and between ASIR and GDP, withlpegaof
0.0000 throughout.

In summary, all three tests indicate that ASIR &P are cointegrated, while the Johansen and BiDiuliaris
tests indicate that ASI and GDP are cointegratedeB on the outcome of the tests, one can conttiatiéhere is
a long run equilibrium relationship between the mwhand real stock indices and real economic ggtiv
Nigeria.

5.0 Forecasting GDP with Stock Prices
51 Univariate Models
In order to ascertain the information content otktprices for the business cycle in Nigeria, vegtdty estimating

two univariate GDP models—an AR(1) model and an MRImodel. All the models were estimated with data
from 1984Q1-2007Q2.
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Table 7 — Engle-Granger and Phillips-Ouliaris Coinegration Tests

Engle-Granger Cointegration Tests

D(ASI) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASI) -1.2734 0.9573 -3.7761 0.9658
D(GDP) -2.8677 0.3432 -29.1963 0.0196

D(ASIR) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASIR) -7.5970 0.0000 -73.5708 0.0000
D(GDP) -2.87284 0.3408 -29.35149 0.0189

*MacKinnon (1996) p-values.

Phillips-Ouliaris Cointegration Tests

D(ASI) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASI) -7.6989 0.0000 -84.8174 0.0000
D(GDP) -14.8054 0.0000 -59.5247 0.0000

D(ASIR) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASIR) -7.6289 0.0000 -75.0430 0.0000
D(GDP) -14.74491 0.0000 -59.56045 0.0000

*MacKinnon (1996) p-values.

The AR(1) model is commonly used as the benchmarkelvaluating the accuracy of more sophisticated
forecasting model$. If a GDP model with a structural variable, sashthe ASI or ASIR, were to perform better
than the AR(1) model in out-of-sample forecastentistock prices are deemed to contain informatieful in
predicting GDP.

Because the unit root tests conducted above sutjugtsGDP is I{), we use the first difference of GDP with
autoregressive and moving average terms, folloliog and Jenkins (1976), to create the ARIMA modebrty-
eight regression models were estimated with a maxinof six AR and MA terms. The Akaike and Schwarz
information criteria for the models are shown ibléa8. Both model selection criteria suggest anMMR (6, 1, 2)
model as the best of the forty-eight models esthatvith AIC and SIC statistics of 19.232 and 19,48
respectively.

Table 9 shows the coefficients and other stati$ta® the univariate and structural models. Thénlyigignificant
coefficient of 0.9808 on the AR(1) model suggestshigh degree of persistence in the GDP seriedgvthe
adjusted r-squared of 0.9314 indicates a fairlydgb even though this may have been inflated assalt of
autocorrelation. The ARIMA model shows statistigaignificant AR(2), AR(4), AR(6) and MA(2) termsid

® Stock (2003) suggests a simple rule in forecagting series “even if your main interest is in meophisticated models, it pays to
maintain benchmark forecasts using a simple modhal onest forecast standard errors evaluated wssigulated real time experiment,
and to convey the forecast uncertainty to the caoeswof the forecast” p. 581.
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Table 8 — ARIMA Model Selection Criteria

ARMA ARMA
Specification AIC SIC Specification AIC SIC
0, 1) 20.669 20.724 3, 4) 19.292 19.514
0, 2) 20.490 20.572 (3,5) 19.289 19.539
0, 3) 20.292 20.400 (3, 6) 19.272 19.550
0, 4) 19.780 19.916 (4, 0) 19.405 19.545
(0, 5) 19.796 19.959 4,1) 19.384 19.552
(0, 6) 19.766 19.957 4,2) 19.340 19.536
(1, 0) 20.843 20.898 4, 3) 19.282 19.505
1,1) 20.662 20.744 4, 4) 19.260 19.512
1,2) 20.518 20.627 (4, 5) 19.272 19.552
1, 3) 20.173 20.310 (4, 6) 19.271 19.579
1, 4) 19.803 19.968 (5, 0) 19.428 19.597
1, 5) 19.807 19.998 (5,1) 19.419 19.616
1, 6) 19.789 20.009 (5, 2) 19.362 19.587
(2, 0) 19.953 20.036 (5, 3) 19.238 19.492
2,1) 19.908 20.018 (5, 4) 19.262 19.544
2,2) 19.705 19.843 (5, 5) 19.284 19.594
(2, 3) 19.668 19.833 (5, 6) 19.268 19.606
2, 4) 19.386 19.579 (6, 0) 19.293 19.491
(2, 5) 19.364 19.585 (6, 1) 19.308 19.535
(2, 6) 19.382 19.630 (6, 2) 19.232 19.487
(3,0) 19.811 19.922 (6, 3) 19.250 19.533
3, 1) 19.533 19.672 (6, 4) 19.266 19.577
3,2) 19.327 19.494 (6, 5) 19.271 19.611
3, 3) 19.349 19.543 (6, 6) 19.286 19.654

Table 9 — Forecast Models (Excluding VECMs)

AR(1) ARIMA SARIMA - ASI SARIMA - ASIR
Coefficient _Prob. Coefficient Prob. Coefficient Prob. @méent Prob.
D(ASI(-2)) - - - - 0.5120 0.0019 - -
D(ASIR(-2)) - - - - - - 0.5688 0.0000
AR(1) 0.9808 0.0000 -0.1319 0.3166 0.2796 0.0511 0.5647002.0
AR(2) - - -1.1391 0.0000 -0.1003 0.4753 -0.6814 0.0000
AR(3) - - -0.2895 0.0691 0.1918 0.2048 0.4270 0.0086
AR(4) - - 0.5685 0.0008 0.5133 0.0007 0.7174 0.0000
AR(5) - - -0.1812 0.0901 -0.1258 0.4590 -0.5540 0.0008
AR(6) - - 0.8269 0.0000 -0.1655 0.3122 0.6380 0.0001
AR(7) - - - - -0.0967 0.5015 -0.5294 0.0004
MA(1) - - 0.0915 0.5570 -0.4256 0.0000 -0.7096 0.0000
MA(2) - - 0.6301 0.0001 -0.3548 0.0005 0.3351 0.0759
MA(3) - - - - -0.3361 0.0001 -0.5256 0.0022
MA(4) - - - - 0.9355 0.0000 0.3350 0.0506
MA(5) - - - - -0.3644 0.0000 -0.2560 0.1313
MA(6) - - - - -0.3360 0.0001 -0.1848 0.2448
MA(7) - - - - -0.2946 0.0001 0.0691 0.6706
MA(8) - - - - 0.8771 0.0000 0.5810 0.0000

Constant 134184.5 0.1316 1222.9 0.0116 1183.083 0.0219 2.a@8 0.0145

Adj. R-squared 0.9314 0.8225 0.8417 0.8594
F-statistic 1251.02 0.0000 50.8209 0.0000 28.5766 0.000032.7143 0.0000
AIC 20.8312 19.2318 19.2327 19.1137
SIC 20.8857 19.4869 19.7246 19.6057

LM Test(NRz)* 0.1855 0.6667 7.0809 0.2147 7.5327 0.4804 7.5962 0.4739

*Breusch-Godfrey Lagrange multiplier test of nufplothesis of no serial correlation up to highesteorof ARMA process.
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coefficient of determination is lower, at 0.822%an that of the AR(1) model. However, the ARIMA nefd AIC
and SIC are lower than those of the AR(1) modeliceting that it is superior to the AR(1) model.

5.2 Structural ARIMA Models

We estimated two structural models by adding ASI ASIR to the optimized ARIMA model discussed ahove
The structural ARIMA (SARIMA) models build on theRAMA framework by adding more AR and MA terms,
and the first differences of ASI and ASIR, lagge® periods.

Table 9 shows that, in the SARIMA models, the dogfht on D(ASI(-2)) is 0.5120 with a p-value 0f0019,
while the coefficient on D(ASIR(-2)) is 0.5688 wighp-value of 0.0000. In addition, the r-squartadistics of the
SARIMA-ASI and SARIMA-ASIR models are quite similat 0.8417 and 0.8594, respectively. While lowe€ Al
and SIC of the SARIMA-ASIR suggest that it mightthe superior model, we shall see that this isbhoohe out
by out-of-sample forecast performance.

Table 10 — Vector Error Correction Models — ASI andGDP

Cointegrating Equations

VECM (3) VECM (4)
D(GDP(-1)) 1.0000 1.0000
D(ASI(-1)) -2.0259 ** -1.9318  *

Error Correction Equations

VECM (3) VECM (4)

D(GDP) D(ASI) D(GDP) D(ASI)
CointEql -0.8032 ** 0.1843 -0.9781 ** 0.2679 *
D(GDP(-1),2) -0.2960 * -0.1804 * -0.0291 -0.3835 **
D(GDP(-2),2) -0.6872 ** -0.1767 ** -0.4338 * -0.3751 **
D(GDP(-3),2) -0.8296 ** -0.0711 -0.6087 **  -0.2658 **
D(GDP(-4),2) - - 0.1929 -0.1881 **
D(ASI(-1),2) -1.4237 ** -0.3757 -1.5553 ** -0.3620
D(ASI(-2),2) 0.0149 0.2380 -0.1019 0.2109
D(ASI(-3),2) 0.0915 0.2332 -0.3563 0.4918 *
D(ASI(-4),2) - - -0.4308 0.2229
R-squared 0.9205 0.5069 0.9227 0.556349
Adj. R-squared 0.9147 0.4708 0.9149 0.5114
F-statistic 158.2144 14.0480 117.8737 12.3835
Akaike AIC 19.2045 17.7496 19.2301 17.7024
Schwarz SC 19.4003 17.9454 19.4835 17.9558
* Significant at the 5% level. ** Significant at tH&6 level.

The correlograms and Q-statistics of the residofibe ARIMA and SARIMA models suggested white moésror
terms. The Breusch-Godfrey Lagrange multipliers@st the residuals indicate that the null hypothesino serial
correlation, up to the highest order of ARMA pragesannot be rejected for either the univariattherSARIMA
models.

5.3 Vector Error Correction Models

Engle and Granger (1987) show that if two variabigsand y, are CI(1,1), then there exists a vector error
correction model (VECM) governing the behaviorlod variables as shown in equations (8) and (9):
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pl p2
A)/11 = 010 + Hllzt—l + Z le,i Ay].,t—l + Z Hl3,i Ayz,t—l + Elt (8)
1=1 i=1
p3 p4
Ay, =6,y + 6,2, + ZHZZ,iAylt—l + Z O3By, +Ex 9)
=1 =1

whereA represents the first difference of the variabgsyre the lag lengths, and the error tesmands,; are iid
(0,Y). The z;terms represent the degree to whighaynd y; deviate from their equilibrium levels in the prews
period, while thed;; and,; are the speed of adjustment paraméfefecording to Engle and Granger, “for a two
variable system a typical error correction modeuldaelate the change in one variable to past gmjiwiim errors,
as well as to past changes in both variables”%g).2

Table 11 — Vector Error Correction Models — ASIR ard GDP

Cointegrating Equations

VECM (3) VECM (4)
D(GDP(-1)) 1.0000 1.0000
D(ASIR(-1)) -3.7488 ** -2.9483  **

Error Correction Equations

VECM (3) VECM (4)

D(GDP) D(ASIR) D(GDP) D(ASIR)
CointEql -0.3431 ** 0.2144 ** -0.4913 ** 0.2260 **
D(GDP(-1),2) -0.6354 ** -0.1879 ** -0.4820 **  -0.2469 **
D(GDP(-2),2) -0.9038 ** -0.1457 ** -0.7714 **  -0.2018 **
D(GDP(-3),2) -0.9278 ** -0.0694 * -0.8361 **  -0.1295 *
D(GDP(-4),2) - - 0.0611 -0.0616
D(ASIR(-1),2) -1.1800 ** 0.0389 -1.3241 *  -0.1284
D(ASIR(-2),2) 0.2555 0.2601 0.1130 0.1106
D(ASIR(-3),2) 0.2397 0.0838 0.0287 0.0073
D(ASIR(-4),2) - - -0.2415 -0.0904
R-squared 0.9126 0.4263 0.9137 0.4393
Adj. R-squared 0.9062 0.3843 0.9049 0.3825
F-statistic 142.7476 10.1551 104.4866 7.7360
Akaike AIC 19.2988 17.5270 19.3408 17.5626
Schwarz SC 19.4945 17.7227 19.5942 17.8160
* Significant at the 5% level. ** Significant at tH&%6 level.

Given that ASI, ASIR and GDP were found to be Kyl cointegrated, VECM4 were indicated. VECMs with
lags lengths of 3 and 4 were estimated using b@hakd ASIRL2. Table 10 shows the VECMs using ASI and
GDP while table 10 shows the VECMs with ASIR andR5Dhe coefficients in the 3-lag and 4-lag speatfans

are quite similar but we chose the 3-lag specificat for forecast performance testing due to tlsemaller
information criteria statistics.

An area in which the VECMs with ASI and GDP diffeignificantly from those with ASIR and GDP is the
estimated speed of adjustment parameters, the Ezdintoefficients in tables 10 and 11. The coeffitseare -

10 Dolado, Gonzalo and Marmol (2003) claim that taguirement that at least one of the speed of adgrdtparameters is nonzero implies
“the existence of Granger causality in cointegratgstems in at least one direction” p. 638.

1 This is a restricted version of the Vector Autagien (VAR) models described in Sims (1980) andképohl (1991), with the
cointegrating equation as the restriction.

12 The SIC suggested a lag length of four while othigeria, including the LR, FPE, AIC and HQ, susigel a lag length of twelve. In the
interest of parsimony, we estimated 3-lag and MBEMs.
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.8032 and -.9781 for the 3-lag and 4-lag VECMs gi$i&| and GDP, respectively. For the VECMs run WAiBIR
and GDP, the coefficients are -.3431 and -.491¢herB8-lag and 4-lag specifications, respectivelfnis suggests
that the speed of adjustment from deviations frongtrun equilibrium in the models with nominal Kqirices is
approximately double that of the models with reatk prices. This property may make the models wish more
suitable for short to medium term forecasting ttirnmodels with ASIR.

5.4 Performance of Forecast Models

We use progressively longer horizons to gauge thi@bsample performance of the six models—AR(IRIMA,
SARIMA-ASI, SARIMA-ASIR, 3-Lag VECM-ASI and 4-Lag ECM-ASIR. The horizons are 2007Q3-2007Q4
(two periods), 2007Q3-2008Q2 (four periods), an@7203-2008Q4 (six periods). Thus, we hope to captuee
short to medium term out-of-sample performancénefforecast models.

Table 12 shows the performance statistics, inclydite Root Mean Squared Error (RMSE), Mean Absolute
Percent Error (MAPE) and Theil Inequality coeffitig (TIC)".

Table 12 — Model Performance by Forecast Horizon

Two Quarters Four Quarters Six Quarters
(2007Q3 - 2007Q4) (2007Q3 - 2008Q2) (2007Q3 - 2008Q4)

AR(1) Model
Root Mean Squared Error 35544.6 25456.2 35091.5
Mean Abs. Percent Error 19.7459 11.4095 16.0499
Theil Inequality Coefficient 0.1109 0.0833 0.1113
ARIMA Model
Root Mean Squared Error 8785.7 6653.1 14131.6
Mean Abs. Percent Error 4.8437 3.5666 6.2209
Theil Inequality Coefficient 0.0253 0.0206 0.0421

Structural ARIMA (ASI) Model

Root Mean Squared Error 27725 4107.4 6117.7
Mean Abs. Percent Error 1.5528 2.3998 2.8043
Theil Inequality Coefficient 0.0079 0.0126 0.0178

Structural ARIMA (ASIR) Model

Root Mean Squared Error 7372.7 9376.7 14122.7
Mean Abs. Percent Error 4.1479 5.7757 7.2867
Theil Inequality Coefficient 0.0212 0.0286 0.0615

3-Lag VECM - AS|

Root Mean Squared Error 23339.2 25633.7 37525.1
Mean Abs. Percent Error 11.4109 13.6297 16.3664
Theil Inequality Coefficient 0.0616 0.0729 0.0981

3-Lag VECM - ASIR

Root Mean Squared Error 13549.8 12459.4 16859.9
Mean Abs. Percent Error 7.0370 6.9352 8.2257
Theil Inequality Coefficient 0.0367 0.0368 0.0465

The performance statistics are computed thus:

13 The TIC, which lies between zero and one, is cdegbas the sum of the forecast error variance @il/taly the sum of a naive forecast
variance, where the naive forecast is the preyeu®d's value of the forecast object (this coutddbrandom walk model). A value of zero
indicates a perfect fit for the forecast model wtalvalue of one indicates that the model is ntiebéhan the naive forecast. The bias,
variance and covariance proportions decomposeptieedst error into the distance between the me#tredbrecast compared the mean of
the forecast object, the distance between thetiariaf the forecast compared to that of the foseabject, and the remaining unsystematic
error, respectively. A “good” forecast would havioa TIC and a higher covariance proportion thaashor variance proportions. See Thiel
(1966), Armstrong and Fildes (1995) and Diebold)X20
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T+h

RMSE:\/Z(GDR—GDR)Z /h (10)
t=T+1
T+h - —-

MAPE =100y |SPR-CGDR|,, (11)
%[ coR

T+h A
| (GDR-GDR)? /h
TIC = ‘;1 ‘ ‘ (12)
T+h " T+h
> GDR*+ /ZGDR2
t=T+1 t=T+1

where the forecast sample is T + h, with h (thedast horizon) taking the values of 2, 4 and 6, taedforecast
and actual values in period t are GBmat and GDPrespectively.

Table 13 — Ranking of Forecast Models*

Two Quarters Four Quarters Six Quarters
Rank (2007Q3 - 2007Q4) (2007Q3 - 2008Q2) (2007Q3 - 2008Q4)
1 SARIMA-ASI SARIMA-ASI SARIMA-ASI
2 SARIMA-ASIR ARIMA ARIMA
3 ARIMA SARIMA-ASIR SARIMA-ASIR
4 VECM-ASIR VECM-ASIR VECM-ASIR
5 VECM-ASI AR(1) AR(1)
6 AR(1) VECM-ASI VECM-ASI

* Using mean absolute percentage error (MAPE) asdhking criterion.

Within the two-quarter horizon, the ARIMA model ingyves substantially on the performance of the AR{bjlel,
with a MAPE of 4.84 percent versus 19.75 percenttfe AR(1) model. The SARIMA-ASI model performstee
than either the AR(1) or the ARIMA model, with a K& of 1.55 percent; this is 92.14 percent and 6jFeddent
lower than the MAPESs of the AR(1) and ARIMA modelsspectively. The SARIMA-ASIR model, with a MAPE
of 4.14 percent, performed better than the AR(H) ARIMA models, but not as well as the SARIMA-ASbdel.
The VECMs outperformed the AR(1) model but had &igérror rates than the ARIMA and SARIMA models.

Over four quarters, the ARIMA model, with a MAPE ®67 percent outperforms the AR(1) model which &as
MAPE of 11.41 percent. However, the SARIMA-ASI mbaeaitperforms both models with a MAPE of 2.39
percent. The SARIMA-ASIR model outperformed the(ARmodel and VECMs but had higher error rates than
the ARIMA and SARIMA-ASI models. With a MAPE of ® percent, the VECM-ASIR outperformed the AR(1)
model but the VECM-ASI had a MAPE of 13.63 percesrisus the AR(1) model's 11.41 percent.

The results over a six-quarter horizon mirror thfmsethe four-quarter; the SARIMA-ASI model has tlosvest
MAPE of 2.80 percent, followed by the ARIMA modeBs22 percent, the SARIMA-ASIR model’'s 7.29 per¢ent
the VECM-ASIR’s 8.23 percent, the AR(1) model’'s@®percent and the VECM-ASI’s 16.37 percent.

We summarize the out-of-sample forecast performanictie models in table 13, which ranks the modsls
MAPE. Regardless of the forecast horizon, the SARINMSI model consistently outperforms the other five
models. In addition, the VECM-ASI model ranked Hifover the two-quarter horizon and last over theeiot
horizons. The results suggest that stock markeegprcontain information that could be used to imprGDP
forecasts in the short- to medium term and thatuctsiral ARIMA specification with the nominal stoindex is
likely to perform better than an ARIMA specificatiavith a deflated stock index or a VECM with eithae
nominal or real stock index.
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6.0 Conclusions and Policy Implications

The goal of this paper was to determine whetherobrstock prices contained information which coloddused to
improve predictions of economic activity in Nigerfaranger causality tests indicated that the AR8Hndex is a
leading indicator of real GDP but had no relatiopshith the Index of Industrial Production. In atidn, no
causality was found between GDP and IIP. Johaosértegration tests also suggested a long-run ibgjuiin
relationship between nominal and real stock pracetsreal GDP in Nigeria.

The finding of bi-directional causality between dtgrices and GDP is not surprising in light of tlaet that,
while stock prices reflect the expectations of stees, they ultimately must also reflect economicdamentals.
A high rate of economic growth will lead to an iease in firms’ earnings and higher earnings wilhyostock
prices. Thus, there is evidence that the stoclkeban Nigeria is not only a leading indicator betreal economy
but that Nigerian stock prices are, at least patigsed on economic fundamentals. Other studietiding
Pilinkus (2009), have found bi-directional causalietween stock prices and economic activity.

Figure 2 shows average price-earnings (PE) rafidéigerian stocks between January 2001 and Dece2(@9.
Nigerian stocks seemed to have become decoupledftrodamentals during the boom that began aroundads
2007; the average PE ratio reached an all-time bfg#8.9 in February 2008 before the ensuing creshwever,
by December 2009, the average PE ratio had fatld®130, which is quite close to the nine-year agerof 18.37.
As such, the evidence suggests that, while theriigestock market is not immune to bubbles, ittésa large
extent and in the long run, governed by economid&mentals.
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Figure 2 —Nigerian Stock Exchange Price-Earnings Ratios

The “acid test” of a leading indicator is its atyilto improve the performance of forecasts of GDPother
macroeconomic variables of interest. Tests condusith short to medium term forecast horizons slibat the
information in stock prices can reduce forecastrerby up to 92 percent compared to an AR(1) maddlup to
68 percent compared to an ARIMA model. Deflating thll-Share Index using the CPI did not improve the
performance of the models. Also, VECMs performearfyoin comparison to models based on an ARIMA
framework.

The evidence presented in this paper suggestdhbaAll Share Index should be added, in nominamfoto a
composite index of leading economic indicators @)Lfor Nigeria, with a two-quarter 1afy This is likely to
improve the accuracy of the composite index of itgg@conomic indicators. Other financial varialdésuld also
be evaluated for inclusion in the CILEI since thewbody expectations of economic agents in the saarmer
that the ASI does. A leading candidate among firneariables is the Treasury bond vyield curve, as
operationalized by the spread between a benchnoags maturity bond (e.g., the 10-year federal gowemt
bond) and a short maturity security (e.g., theahmonth government bill). Estrella and Mishkin (698how that

14 Most financial variables in composite indicesesiding indicators are incorporated in nominal form.
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the yield spread outperforms most other macroeconwariables in predicting U.S. recessions twoitogsiarters
ahead. The Federal Reserve Bank of New York hagrdested the reliability of the slope of the yielthee as a
leading indicator of economic activity in the US.

The methodology utilized in this paper could beliogped in order to investigate the information i of the
yield curve in Nigeria. The addition of the stockléx and yield curve to the CILEI is in keepinghwiitternational
best practice, as several nations, including tHe WK, Japan and South Africa have both financalables in
their composite indices of leading economic indicat

In addition to leading indices, other approacheglccde explored in order to improve GDP forecabisther
research could investigate the efficacy of usinghetary aggregates, credit to the private sectdrresenues,
rainfall statistics and surveys of economists tpriove predictions of the future path of economitvig. More
accurate forecasts of economic activity will enleoar ability to manage the economy via monetaxy fistal
policies.
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